Optical vortices evolving from helicoidal integer and fractional phase steps
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Abstract
The evolution of a wave starting at \( z = 0 \) as \( \exp(i\phi) \) \((0 \leq \phi < 2\pi)\), i.e. with unit amplitude and a phase step \( 2\pi \alpha \) on the positive \( x \) axis, is studied exactly and paraxially. For integer steps \((\alpha = n)\), the singularity at the origin \( r = 0 \) becomes for \( z > 0 \) a strength \( n \) optical vortex, whose neighbourhood is described in detail. Far from the axis, the wave is the sum of \( \exp(i(\alpha\phi + k_z z)) \) and a diffracted wave from \( r = 0 \). The paraxial wave and the wave far from the vortex are incorporated into a uniform approximation that describes the wave with high accuracy, even well into the evanescent zone. For fractional \( \alpha \), no fractional-strength vortices can propagate; instead, the interference between an additional diffracted wave, from the phase step discontinuity, with \( \exp(i(\alpha\phi + k_z z)) \) and the wave scattered from \( r = 0 \), generates a pattern of strength-1 vortex lines, whose total (signed) strength \( S_\alpha \) is the nearest integer to \( \alpha \). For small \( |\alpha - n| \), these lines are close to the \( z \) axis. As \( \alpha \) passes \( n + 1/2 \), \( S_\alpha \) jumps by unity, so a vortex is born. The mechanism involves an infinite chain of alternating-strength vortices close to the positive \( x \) axis for \( \alpha = n + 1/2 \), which annihilate in pairs differently when \( \alpha > n + 1/2 \) and when \( \alpha < n + 1/2 \). There is a partial analogy between \( \alpha \) and the quantum flux in the Aharonov–Bohm effect.
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1. Introduction

Spiral phase plates, that is, refracting or reflecting surfaces shaped into one turn of a helicoid, with the pitch of the helicoid chosen to generate a prescribed phase step, are common devices for creating screw-dislocated waves [1, 2]. The first example known to me was made in the late 1970s from cardboard, and used to make a dislocation in ultrasound [17]. It is clearly desirable to have a good description of the optical structure, yet simple enough to be analytically tractable.

The model is the propagation into the space \( z > 0 \) of a wave that starts from the plane \( z = 0 \) with a phase singularity of strength \( 2\pi \alpha \), and unit amplitude. With coordinates (figure 1)

\[
\begin{align*}
\mathbf{r} &= \{x, y, z\}, \\
\mathbf{R} &= \{x, y\} = R(\cos \phi, \sin \phi), \\
\rho &= R/\sqrt{z} = \{\xi, \eta\}
\end{align*}
\]  

(1)

(where \( \rho, \xi \) and \( \eta \) are defined for later use), the initial wave is

\[
\Psi_0(\mathbf{R}, 0) = \exp(i\alpha\phi) \quad (0 \leq \phi < 2\pi).
\]  

(2)

Thus, the phase increases by \( 2\pi \alpha \) in a circuit of the origin, with a step discontinuity of phase along the positive \( x \) axis \( \xi = 0 \). The distinction between integer and fractional \( \alpha \) will be important.

A real phase plate where the phase step is associated with a height step will exhibit some diffraction phenomena not captured by this model. For example, there will be multiple scattering of waves diffracted by the edges of the step. This is a hard problem, even for an infinite step; but preliminary computations, carried out for an infinite mirror step as an analogue of the Aharonov–Bohm effect ([3]—see also section 4), suggest that the main features are captured by modelling the height step with a phase step, provided \( \alpha \) is not too large. Moreover, spiral phase plates are commonly illuminated not by plane waves but by beams (e.g. Gaussian) of finite width [4, 5]; such beams are easy to simulate numerically [2], and can easily be incorporated into the
analytical theory, as described briefly below. The effects of finite width will be studied in detail elsewhere, since the model (2) already contains a rich structure of optical vortices, worth exploring for its own sake.

Section 2 is devoted to the case where \( \alpha \) is an integer \( n \). The wave (2) does not vanish at \( R = 0 \), where the phase singularity creates a point discontinuity that must be smoothed away during propagation to \( z > 0 \). In fact there is a screw dislocation along the \( z \) axis \( \mathbf{R} = 0 \), at which \( \Psi \) vanishes like \( C(z)R^n \).

Section 3 deals with the case where \( \alpha \) is not an integer. Then the initial wave (2) contains not only a fractional-order singularity at \( R = 0 \) but also a step discontinuity along the positive \( z \) axis, which must also be healed by propagation to \( z > 0 \). Of course, vortices with fractional strength cannot propagate in free space [4]; instead, the step at \( z = 0 \) breaks up into a collection of strength \( \pm 1 \) vortices [5], in an intricate arrangement, described in detail, with interesting interactions as \( \alpha \) increases through half-integer values. Section 4 describes a curious analogy between diffraction from helicoidal phase steps and the Aharonov–Bohm effect [6] of quantum mechanics.

Since there is no scale other than the wavelength \( \lambda \) of the propagating wave, we will measure all distances in units of \( \lambda/2\pi \); this is equivalent to choosing the wavenumber \( k = 1 \).

2. Integer phase steps

2.1. Exact and paraxial waves for integer \( \alpha \)

The wave for \( z \geq 0 \) can be written as a superposition of plane waves with transverse wavevectors \( \mathbf{K} = (K_x, K_y) = K(\cos \phi_K, \sin \phi_K) \). Thus, for \( \alpha = n \),

\[
\Psi_n(r) = \int_{\mathbf{K}_{\text{plane}}} d\mathbf{K} a_n(K) \exp \left\{ i(\mathbf{K} \cdot \mathbf{R} + z\sqrt{1 - K^2}) \right\}.
\]

The waves with \( K > 1 \) are evanescent, and, as has been emphasized recently [7], they must be included because their existence is an inevitable consequence of the singularity in (2). Fourier transformation of (2) for \( \alpha = n \) gives the plane-wave amplitudes \( a_n(K) \):

\[
a_n(K) = \frac{1}{4\pi^2} \int_{\mathbf{R}_{\text{plane}}} d\mathbf{R} \exp \left\{ i(K \cdot \mathbf{R} + n\phi) \right\}
\]

The propagating wave is thus

\[
\Psi_n(r) = \exp(in\phi) |n| \int_0^{\infty} \frac{dK}{K} J_{|n|}(KR) \exp(iz\sqrt{1 - K^2}),
\]

where \( J_{|n|} \) denotes the Bessel function of the first kind.

In the paraxial approximation, where \( \sqrt{1 - K^2} \) is replaced by \( 1 - K^2/2 \), the wave, now denoted \( \psi \) (in contrast to the exact wave \( \Psi \)) becomes

\[
\psi_n(r) = \exp(i(n\phi + z)) |n| \int_0^{\infty} \frac{dK}{K} J_{|n|}(KR) \exp \left( -\frac{1}{2} izK^2 \right)
\]

\[
= \exp(i(n\phi + z)) P_n \left( \frac{R}{\sqrt{z}} \right).
\]

By manipulating standard Bessel integrals, \( P_n \) (not to be confused with the Legendre polynomial) can be evaluated analytically, with the result

\[
P_n(\rho) = \left[ \frac{4}{\pi} \right]^{1/2} (-i)^{|n|/2} \rho \exp \left( \frac{1}{4} \rho^2 \right)
\]

\[
\times \left[ J_{|n|+1/2}(\frac{1}{2}\rho^2) - iJ_{|n|+1/2}(\frac{1}{2}\rho^2) \right].
\]

Because of the scaling in (6), the pattern of \( \psi_n \) as a function of \( R \) is the same for all \( z \), up to dilution. (It is worth noting that for even \( n \) the formula (7) involves Bessel functions of half-integer order, which can be expressed as finite trigonometric sums.)

If the phase step is illuminated by a Gaussian beam of width \( w \) (that is, with initial wave profile \( \exp(-R^2/2w^2) \)) instead of a plane wave, it is easy to show that the only effect on the paraxial wave is to replace \( \rho^2 \) in the square brackets in (7) by \( (1 + iz/w^2) \) and multiply \( P_n \) by \( 1/\sqrt{(1 + iz/w^2)} \). The consequences of this (more serious for fractional \( \alpha \) than integer \( \alpha \)) will be explored elsewhere.

Figure 2 shows the exact amplitude \(|\Psi_1|\) and the paraxial amplitude \(|\psi_1|\) for the simplest vortex wave, as functions of \( R \) for several fixed values of \( z \). The paraxial approximation works well near the vortex, but gives an accurate description of the oscillations far from the vortex only when \( z \gg 1 \) and \( R/z \ll 1 \), as expected.

Figure 3 shows the wavefronts \( \arg \psi \) = constant, for the paraxial wave \( n = 3 \). They spiral out from the phase singularity at the vortex, and then issue radially asymptotically straight out to infinity like the initial wavefronts (2), with an oscillatory decoration. The exact wavefronts \( \arg \Psi \) are similar, except that the asymptotic oscillations are slightly different, as we will see later.

2.2. Near the \( z \) axis

The singularity of (2) at \( R = 0 \) is immediately healed by propagation to \( z > 0 \). To study this in detail, we can approximate the wave near \( R = 0 \). From (5),

\[
\Psi_n(r \to 0, z) = \exp(i\phi) \frac{|n|^{2|n|}}{2^n \Gamma(|n|+1)} \int_0^{\infty} dK K^{|n|-1} \exp(iz\sqrt{1 - K^2})
\]

\[
= \exp(i\phi) \frac{i\pi R^{|n|}}{2^{|n|+1} \Gamma(\frac{1}{2}(|n|+1))z^{1/2} z^{|n|/2} + H^{(1)}_{1/2}(|n|+1) z}. \tag{8}
\]
where $H_v^{(1)}$ denotes the Bessel function of the third kind. This shows that $\Psi_n$ vanishes as $R^n$ on the $z$ axis, with a coefficient that diverges as $z^{-n}$ as $z \to 0$.

The paraxial wave (7) also vanishes at $R = 0$, as

$$P_n(\rho \to 0) = \frac{\sqrt{\pi}}{8} \frac{\rho^{n}}{\Gamma(\frac{1}{2}(n+1))}. \quad (9)$$

The asymptotic form of $H_v^{(1)}$ in (8) shows that the exact and paraxial coefficients of $R^n$ become equal for large $z$. However, the paraxial divergence as $z \to 0$ is weaker—diverging as $z^{-n/2}$ rather than $z^{-n}$—an unsurprising difference in this nonparaxial evanescent zone.

It is worth digressing briefly to follow [7] and investigate a third form of the wave near the $z$ axis, namely that which would propagate from the initial wave (2) with its evanescent components $K < 1$ deleted. This is

\[ \Psi_\text{n, nonevanescent}(R \to 0, z) = \exp(i\varphi) \frac{R^n}{2^n \Gamma(n+1)} \int_0^1 dK K^{n-1} \exp(iz\sqrt{1-K^2}) \]

\[ = \exp(i\varphi) \frac{R^n}{2^n \sqrt{\sqrt{2 \pi} \Gamma(n+1)}} \int_0^1 J_0(iR^n) \left( \frac{H_0^{(1)}(\sqrt{1-K})}{(\sqrt{1-K})^{n+1}} \right) \]

\[ = \frac{\sqrt{\pi}}{8} \frac{\rho^{n}}{\Gamma(\frac{1}{2}(n+1))} \frac{\rho^{n}}{\Gamma(\frac{1}{2}(n+1))}. \quad (10) \]

where $H_0$ denotes the Struve function.

Figure 4 shows the coefficients (factors multiplying $R^n$) of all three waves for the simplest singularity $n = 1$. All curves agree for large $z$, and the paraxial approximation works surprisingly well, even into the evanescent zone $z \sim 1$, corresponding to a distance $\lambda/2\pi$ from the initial singularity. Of course, the nonevanescent wave fails to describe the approach to the singularity for small $z$.

2.3. Geometrical approximation away from the $z$ axis

For $z \gg 1$ and also away from the axis, that is for $R \gg 1$, the wave (5) can be approximated, in the spirit of the geometrical theory of diffraction [8], as the sum of two contributions: from the neighbourhoods of $K = 0$ and from the stationary point (after approximating $J_0$) at $K = R/\sqrt{z^2 + R^2}$. For the first
contribution, we use \( \int_0^\infty dK J_n(K R)/K = 1/n \), and for the second we use the method of stationary phase. The result is

\[
\Psi_{n,\text{geom}}(r) = \exp(i n \phi) \left[ \exp(iz) - \frac{i n |z|}{R^2} (-i)^n \exp(ir) \right].
\] (11)

The first term dominates. It represents the initial wave (2), propagated geometrically, including its singularity, with the factor \( \exp(iz) \). Together with (9), it explains the \( \pi/4 \) rotation of the wavefronts (figure 3) between \( R = 0 \) and \( \infty \).

The second term in (11) can be regarded as a wave diffracted from the initial singularity at \( r = 0 \); the unfamiliar obliquity factor \( z/R^2 \) diverges not only at \( r = 0 \) but also on the vortex \( R = 0 \). The interference between the two contributions gives rise to the oscillations evident in \( \Psi_1 \) in figure 2, which also shows that (11), unlike the paraxial approximation, does reproduce the oscillations accurately.

2.4. Uniform approximation for \( \Psi_1 \)

The anticipated failure of paraxiality for large \( R \) can be understood in detail by asymptotically approximating the Bessel functions in (7). The geometrically propagated wave comes from the lowest-order large-argument approximations, and the wave diffracted by the singularity comes from the first correction term. This gives

\[
P_n(\rho \gg 1) = 1 - \frac{|n|}{\rho^2} (-i)^n \exp\left(\frac{1}{4} i \rho^2\right),
\] (12)

which can also be obtained from (11) by the paraxial replacement \( r \to z + R^2/2z \). The interference between the two terms gives rise to the asymptotic ripples visible in the modulus in figure 2 and the wavefronts in figure 3.

Although paraxiality fails for large \( R \), this approximation is accurate near the vortex, and it does predict oscillations with the correct qualitative character. These observations can be exploited to obtain an approximation uniformly valid for large \( r \) both near and far from the vortex, by appropriately deforming the paraxial wave. The techniques for accomplishing this deformation are well established mathematically [9, 10], and have been widely applied to describe waves near and far from geometrical caustics [11, 12]. The present application has some resemblance to glory scattering [13], because of the circular symmetry, but has the unfamiliar feature that the failure of the geometrical approximation (11) occurs when the scattered contribution diverges not on a caustic but on the vortex.

The derivation of the uniform approximation for \( n = 1 \) is outlined in appendix A. The result is

\[
\Psi_{1,\text{uniform}}(r) = \exp\left\{\left[\phi + z + B - \frac{1}{4} \pi\right] \frac{Rz}{4} \sqrt{\pi} \right\} \times \frac{\exp(i \pi \phi)}{\pi} \sum_{\alpha = -n}^{\infty} \frac{\exp(i \pi \phi)}{\alpha - n},
\] (13)

where

\[
B = \frac{1}{2} (r - z), \quad p_0 = \frac{\sqrt{B} (3 R^2 + 4 z B)}{2 R^3}.
\] (14)

The corresponding paraxial wave is

\[
\Psi_\alpha(r) = \exp\left[i (z + \pi \alpha) \right] \frac{\sin(\pi \alpha)}{\pi} \sum_{\alpha = -n}^{\infty} \frac{\exp(i \pi \phi) P_\alpha(\rho)}{\alpha - n}.
\] (17)
where $P_0(\rho)$ is given by (7). From now on, we will work only with this paraxial wave, which contains all the essential geometric features.

An immediate consequence of (17) is that for fractional $\alpha$ there is no vortex on the $z$ axis, where the only nonzero contribution to the sum comes from $P_0 = 1$, so that

$$
\psi_\alpha(R = 0, z) = \frac{\exp(iz + i\alpha)}{\pi \alpha}. \tag{18}
$$

Figure 6 shows a density plot of the modulus $|\psi|$, for $\alpha = 2.2$. This shows: low intensity near the $z$ axis (even though there is no vortex on the axis itself); a dark stripe near the positive $x$ axis; circular fringes surrounding $R = 0$, corresponding to diffraction by the singularity at the origin; and fringes parallel to the positive $x$ axis, corresponding to waves diffracted by the step.

These interference effects can be understood in detail with the aid of the following uniform asymptotic formula, derived in appendix B, that is valid for $|\xi| \gg 0$ for all values of $\eta$ including the positive $\xi$ axis $\eta = 0$:

$$
\psi_\alpha (r) \approx \exp[i(z + \alpha(\phi + \pi))]
\times \left[ \cos \alpha \pi - i \sin \alpha \pi \operatorname{erf} \left( \frac{\sqrt{2} \eta}{\pi} \right) \right]
\times \left[ 2 \exp\left[ i\left( \frac{\eta^2}{2\pi} - \frac{1}{\pi} \right) \right] \sin \alpha \pi \right]
\times \left[ 1 - \exp(-i\alpha \phi) \right]
\times \left[ \frac{\eta}{\alpha \rho^2} \exp\left[ i\left( \frac{1}{2}(\rho^2 + \alpha \phi) \right) \right] \right]. \tag{19}
$$

This formula (in which erf denotes the error function) will be used extensively in the following. It is very accurate. Visually, its reproduction of the right-hand side of figure 6 is indistinguishable from the original. Further illustrations are given in figure 7.

Physically, the terms in the first three lines of the formula (19) describe the spirally phased plane wave together with diffraction from the phase step along the positive $\xi$ axis. These two effects merge near the axis (small $\eta$), as described by erf, but separate for large $|\xi|$, as can be seen from the first line of the following formula obtained from (19) using the asymptotics of erf:

$$
\psi_\alpha (r) \approx \exp[i(z + \alpha(\phi + \pi))]
\times \left[ \frac{\eta}{\alpha \rho^2} \exp\left[ i\left( \frac{1}{2}(\rho^2 + \alpha \phi) \right) \right] \right]. \tag{20}
$$

The term in the fourth line of (19), or in the third line of (20), describes waves diffracted from the singular point $r = 0$ of the initial wave.

For integer $\alpha$, there is no singularity at the edge and so there are no edge-diffracted waves, and (19) reproduces (12).

### 3.2. Total singularity strength

Although $\psi_\alpha$ has no vortex on the $z$ axis, it does possess an interesting singularity structure. The total vortex strength is the signed sum of all the vortices threading a large loop including the $z$ axis, namely

$$
S_\alpha = \lim_{\rho \to \infty} \frac{1}{2\pi} \int_0^{2\pi} \frac{\partial}{\partial \phi} \arg \psi_\alpha (r)
= \lim_{\rho \to \infty} \Re \frac{1}{2\pi} \int_0^{2\pi} \frac{\partial}{\partial \phi} \sum_{n=-\infty}^{\infty} \frac{P_n(\rho) \exp(in\phi)}{\sum_{m=-\infty}^{\infty} P_m(\rho) \exp(im\phi)}. \tag{21}
$$
The integral can be evaluated numerically (figure 8(a)), immediately suggesting that
\[ S_{n} = \text{nearest integer to } \alpha = \text{int}(\alpha + \frac{1}{2}). \]  
(22)

This relation was anticipated on the basis of an analogy with the Aharonov–Bohm effect, as will be explained in section 4. As justification, we first note that (cf (12)) \( P_{n} \to 1 \) for large \( R \), so the trigonometric sum in (21) can be evaluated, provided \( \phi \neq 0 \), with the result
\[ \psi_{\alpha}(R \to \infty, \phi = 0, z) = \text{exp}(i(\alpha + \alpha \phi)) \quad (\phi \neq 0), \]  
(23)

which also follows from (19) or (20).

Taken by itself, (23) would imply a fractional vortex strength \( \alpha \), which is impossible. But (23) does not apply along the positive \( x \) axis, where, as follows from (19), the leading-order behaviour is
\[ \psi_{\alpha}(R \gg 1, \phi = 0, z) = \text{exp}(i(\alpha + \alpha \pi)) \cos(\alpha \pi). \]  
(24)

This implies that on the positive \( x \) axis \( \arg \psi_{\alpha} = \alpha \pi \), up to a multiple of \( 2\pi \), and the simplest phase assignment that accommodates this with (23) (that is, with the smallest excursion of \( \arg \psi_{\alpha} \) round a closed loop) is
\[ \alpha = m + \mu \quad (|\mu| < \frac{1}{2}), \]
\[ \arg \psi_{\alpha}(R \gg 1, \phi = 0) = \mu \pi, \]
\[ \arg \psi_{\alpha}(R \gg 1, \phi = 2\pi) = 2\pi \alpha - \mu \pi, \]
\[ \text{i.e. } \Delta \arg \psi_{\alpha} = 2\pi(\alpha - \mu) = 2\pi m. \]  
(25)

Of course the foregoing is a suggestive argument rather than a proof. Nevertheless, numerical explorations (e.g. figure 8(b)) confirm that the change in \( \arg \psi_{\alpha} \) round a large loop does conform to (25).

3.3. Vortices near the \( z \) \text{axis}

There are \( S_{\alpha} \) vortices, but where are they? For \( \alpha \) close to an integer \( m \), that is \( \alpha = m + \mu \), where \( |\mu| \ll 1 \), it is natural to expect that they lie near the \( z \) axis. In (17), the principal contributions for small \( \mu \) come from the terms \( n = m \) and 0, that is
\[ \psi_{m_{\alpha}}(r) \exp(-iz) \]
\[ \rightarrow \frac{\mu}{m} + \exp\left(i m\left(\phi - \frac{1}{4}\pi\right)\right) \frac{\sqrt{\pi}}{\Gamma(\frac{1}{2}(m+1))} \left(\rho^{2}\right)^{-1/2} \]  
(26)

This vanishes at the points
\[ \rho = \sqrt{\frac{\pi}{m\sqrt{\pi}}} \left(\frac{1}{2}(1+m)\right)^{1/2}, \quad \phi = \pi \left(\frac{2j + 1}{m} + \frac{1}{4}\right) \]  
(27)

confirming that there are \( m \) (= nearest integer to \( \alpha \)) vortices near the \( z \) axis, at the vertices of a regular \( m \)-gon; it is easy to see from (26) that they all have the same sign.

3.4. Vortices near the positive \( x \) \text{axis for a half-integer step}

The nearest integer to \( \alpha \) increases by unity when \( \alpha \) passes a half-integer, so an extra vortex must be born. To uncover the mechanism of the birth, it is necessary to study the half-integer phase step in more detail, close to the positive \( \xi \) axis where the additional vortices are suspected to be. From (19), it follows that
\[ \psi_{m_{\alpha}}(\xi \gg 1, |\eta| \ll 1, z) = i \exp\left[i \left(\frac{1}{2}\pi \xi \right)\right] \]
\[ \times \left[\sqrt{\frac{1}{\pi}} \frac{\exp\left(\frac{1}{2}|\xi|^{2}\right)}{i \xi} \right] \]
\[ + \eta \sqrt{\frac{2}{\pi}} \exp\left[i \left(\frac{1}{4}\pi \xi \right)\right], \]  
(28)

On the axis (\( \eta = 0 \)), the interference between the two terms gives a steady decay, modulated by oscillations, as illustrated in figure 7(c).

The oscillations hint at the existence of zeros near the axis, and indeed (28) predicts an infinite chain of zeros of \( \psi_{m/2} \) close to the positive \( \xi \) axis, whose positions are
\[ \xi_{n} = \sqrt{2\pi(n + \frac{1}{2}(m + 1))} \quad (n = 0, 1, \ldots) \]  
(29)

Figure 9 shows how accurately these zeros are located by this asymptotic formula, even for small \( \xi \).

The strength \( s_{\alpha} \) of the \( n \)th zero in the chain is the sign of \text{Im}(\partial_{z} \psi_{m/2}^{*} \partial_{z} \psi_{m/2}), \) and can be calculated from (28): the result is \( s_{\alpha} = (-1)^{n} \). Thus for \( \alpha = m + 1/2 \) the vortices in the chain alternate in sign. The chains can be seen in figures 10(b) and 11(b). For the zero closest to the \( z \) axis in this chain, \( s_{\alpha} = +1 \); this is the zero that is implicated in the transition between \( S_{\alpha} = m \) and \( m + 1 \) as \( \alpha \) passes through \( m + 1/2 \), as will be explained in the next section.

An infinite chain of alternating-sign vortices for \( \alpha = 1/2 \), persisting into the far field, is also described in [4] for the case...
of illumination by a beam of finite width, and it is pointed out that most of these lie in regions where the beam is very faint (i.e. large $\rho$) and so are hard to observe. This is correct, but the vortex chain for a finite beam is different from that generated by plane-wave illumination, in ways I will describe elsewhere.

---

**Figure 9.** Positions of zeros close to the positive $x$ axis. (a) $\xi_n$, (b) $\eta_n$. The points are computations from the paraxial wave (17), and the curve connects points calculated from the approximation (29).

**Figure 10.** The change of vortex topology from $S = 3$ to 4 near $\alpha = 7/2$, for (a) $\alpha = 3.46$; (b) $\alpha = 3.5$; (c) $\alpha = 3.54$.

---

**Figure 11.** As figure 10, showing magnifications of the shaded area in figure 10(b). For $a = 7/2 + \nu$, the patterns of annihilation of vortices near the positive $\xi$ axis are different for negative $\nu$ (a) and positive $\nu$ (c).

---

3.5. The change in vortex topology as $\alpha$ passes through a half-integer

Near a half-integer step, that is $\alpha = m + 1/2 + \nu$, with $|\nu| \ll 1$, the wave acquires an additional term that can be obtained from (23):

$$\psi_{m+\nu}(\xi \gg 1, \eta \ll 1, z) = \psi_{m+\nu}(\xi \gg 1, \eta \ll 1, z) - i\pi \nu \exp(i\pi z) \quad (|\nu| \ll 1).$$

The condition for the $\xi$ coordinates of the zeros in (29) is now modified, and $\text{Im}[\psi_{n+\nu}(\pi/4)] = 0$ gives

$$\frac{\pi \nu}{\sqrt{2}} = \frac{(m + \frac{1}{2})}{\xi^2} \cos \left( \frac{1}{2} (\xi^2 - m\pi) \right).$$

This can be satisfied only if

$$\xi^2 < \frac{(m + \frac{1}{2})\sqrt{\pi}}{\pi |\nu|}.$$  

so the chain of zeros near the $x$ axis is now finite. Using $\xi_n \sim \sqrt{(2\pi n)}$, the number of zeros in the chain can be estimated as

$$N \approx \frac{(m + \frac{1}{2})}{\pi^2 |\nu| \sqrt{2}}.$$  

This result agrees rather well with numerical observations.

We can now understand the mechanism for the birth of a vortex at a half-integer step. As $|\nu|$ deviates from zero, pairs of alternating-sign vortices annihilate and the chain gets shorter. The result of this process is illustrated in figure 10 and the magnification in figure 11. To understand it, consider the sign of the cosine factor in (31). For $\nu < 0$, the cosine is negative between the zeros $\xi_{2k}$ ($s = +1$) and $\xi_{2k+1}$ ($s = -1$), so the zeros annihilate in pairs whose smaller-$\xi$ member has $s = +1$, so all the vortices get annihilated as $\nu$ gets more negative; therefore, the total strength for any negative $\nu$ corresponds to the zeros close to $z = 0$, that is, $S_\alpha = m$ (section 3.3). For $\nu > 0$, the cosine is positive between the zeros $\xi_{2k-1}$ ($s = -1$) and $\xi_{2k}$ ($s = +1$), so the zeros annihilate in pairs whose smaller-$\xi$ member has $s = -1$; therefore the annihilations as $\nu$ increases leave the $s = +1$ vortex $n = 0$ remaining, so $S_\alpha = m + 1$.  

---

265
4. Analogy with the Aharonov–Bohm effect

Some of the results of this work were anticipated on the basis of a partial analogy with the Aharonov–Bohm (AB) effect in quantum mechanics [6]. The geometry is slightly different in the two cases. Instead of a phase step originating at a singular point in three dimensions, AB is diffraction from a singular line of magnetic flux, which in quantum units has the value \( \alpha \). Particles transported round the flux line acquire a phase \( 2\pi \alpha \), which can be observed as a fringe shift in the far field of a plane wave scattered by the flux.

The analogy is between the essentially two-dimensional AB wave (diffraction in a plane pierced by the flux line), and the waves diffracted by a phase step, considered in planes with constant \( z > 0 \), with \( \alpha \) corresponding to the height of the phase step at \( z = 0 \). Instead of the physical singularity at the flux line \( R = 0 \), we have phase singularities at the vortices. In AB, the emphasis is generally in the far field, that is, infinitely far from the flux line, but the flux line itself is a vortex [14], whose strength is the nearest integer to \( \alpha \). This observation was the basis on which the same rule was considered for the total singularity strength in the diffraction problem considered here.

In AB, as here, the singularity strength increases by unity as \( \alpha \) passes through \( m + 1/2 \). The mechanism in AB is that when \( \alpha = m + 1/2 \) a nodal line issues from the flux line and reaches to infinity. As \( \alpha \) passes \( m + 1/2 \), each wavefront, that is, each line of \( \psi = \text{constant} (\mod 2\pi) \), reconnects with its neighbour, a process that has been observed [14] in a water-wave analogue of AB, in which surface ripples are diffracted by a bathtub vortex. AB is a degenerate version of the problem here, in the sense that the nodal line for \( \alpha = m + 1/2 \) replaces the infinite chain of vortices, and for general \( \alpha \) the total AB vortex strength is concentrated at \( R = 0 \).

A variant of the analogy is the representation of AB using Shelankov’s gauge [3, 15], where the magnetic vector potential is confined to an infinitely thin half-plane whose edge is the flux line and across which the phase changes by \( \alpha \); in planes pierced by the flux line, this corresponds to a line across which the phase has a step discontinuity.
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Appendix A. The derivation of the uniform approximation (13) for \( \Psi_1 \)

Starting with (5) for \( n = 1 \), we eliminate the \( 1/K \) singularity by using the recurrence relation for \( J_1 \), replace the two resulting Bessel functions by their trigonometric integral representation and then evaluate the \( K \) integral by stationary phase. This gives

\[
\Psi_1(r) = \frac{i}{4} \int_{-\infty}^{\infty} dK \left[ J_0(KR) + J_2(KR) \right] \\
\times \exp \left( i\sqrt{z^2 + R^2} \right) \\
\approx \exp \left( i\phi + \frac{1}{4\pi} \right) \frac{R\sqrt{2\pi}}{4} I, \quad (A.1)
\]

where

\[
I = \frac{1}{\pi} \int_{0}^{\pi} d\theta \frac{(1 + \exp(-2i\theta))}{(z^2 + R^2 \sin^2 \theta)^{3/4}} \exp(i\sqrt{z^2 + R^2 \sin^2 \theta}). \quad (A.2)
\]

Following the standard procedure for obtaining uniform approximations, we change from \( \theta \) to a new variable \( \phi \), chosen so that the exponent is simple but has the same topology of stationary points as in (A.2). The appropriate mapping is

\[
\sqrt{z^2 + R^2 \sin^2 \theta} = A - B \cos 2\phi. \quad (A.3)
\]

The constants \( A \) and \( B \) are fixed by applying this equality at the two stationary points \( \theta = \phi = 0 \) (or equivalently \( \pi \)) and \( \theta = \phi = \pi/2 \), giving

\[
A = \frac{1}{2}(r + z), \quad B = \frac{1}{2}(r - z). \quad (A.4)
\]

Thus

\[
I = \frac{\exp(iA)}{\pi} \int_{0}^{\pi} d\phi g(\phi) \exp(-iB \cos 2\phi), \quad (A.5)
\]

where

\[
g(\phi) = \frac{d\theta(\phi)}{d\phi} \frac{(1 + \exp(-2i\theta(\phi)))}{(z^2 + R^2 \sin^2 \theta(\phi))^3/4}. \quad (A.6)
\]

Next, we seek a simple form for \( g(\phi) \) that respects the symmetry of the integrand. The correct choice,

\[
g(\phi) = p_0 + p_1 \exp(-2i\phi) + p_2 \exp(-4i\phi) + \sin(2\phi)g_1(\phi), \quad (A.7)
\]

is not obvious and will now be explained. The occurrence of the three terms, involving \( p_0, p_1, \) and \( p_2 \), rather than the usual two (one for each stationary point), is unexpected, and arises from the fact that \( g(\phi) \) in (A.6) vanishes at \( \phi = \pi/2 \), whose leading asymptotic contribution therefore depends on the curvature \( g''(\pi/2) \). This corresponds to the scattering term in the geometric approximation (11), which is of lower order than the plane-wave term representing the initial wave. The last term in (A.7), involving \( g_1 \), vanishes at the stationary points, and neglecting it constitutes the lowest-order uniform approximation.

Using (A.7) with \( g_1 \) neglected, the uniform approximation to (A.5) is

\[
I_{\text{uniform}} = \exp(iA)[p_0 J_0(B) - i p_1 J_1(b) - p_2 J_2(B)]. \quad (A.8)
\]

The final step is to calculate the coefficients. This is achieved using the equality (A.7), evaluated at the two stationary points, and also the curvature of \( g \) at the stationary point \( \phi = \pi/2 \) where \( g = 0 \), since the curvature determines the leading contribution there:

\[
g(0) = p_0 + p_1 + p_2, \quad g(\frac{1}{2}\pi) = 0 = p_0 - p_1 + p_2, \quad g''(\frac{1}{2}\pi) = 4p_1 - 16p_2. \quad (A.9)
\]

These equations determine the coefficients, and straightforward but lengthy calculations lead to the formulae (14), and thence, using (A.8), to the uniform approximation (13).

It can easily be confirmed that (13) correctly interpolates between the paraxial formula (7) close to the vortex, and the geometrical formula (11) far from the axis. The term involving \( J_2 \) is negligible close to the vortex but plays an essential part in the interpolation, by enabling the matching for large \( R \).
Appendix B. The derivation of the uniform approximation (19) for $\psi_\alpha$, when $|\phi| < \pi/2$

We start with the Huygens–Fresnel integral representation for the paraxial wave propagating from (2), namely

$$\psi_\alpha(r) = -i \exp(iz) \times \int \frac{d\mathbf{R}'}{2\pi \mathbf{z}} \exp \left\{ i \left( \frac{1}{2\mathbf{z}} (\mathbf{R} - \mathbf{R}')^2 + \alpha \phi' \right) \right\}$$

$$= -i \frac{1}{2\pi} \exp \left\{ i \left( z + \frac{1}{2} \rho^2 \right) \right\} \int_0^{2\pi} d\phi' \exp[i\alpha \phi'] \times \int_0^\infty d\rho' \exp[i \left( \frac{1}{2} \rho'^2 - \rho' \cos(\phi' - \phi) \right)]. \tag{B.1}$$

(This is exactly equivalent to (17).) It will be convenient to change the range of the $\phi'$ integration as follows:

$$\int_0^{2\pi} d\phi' \exp(i\alpha \phi') \cdots$$

$$= \int_0^\pi d\phi' \exp(i\alpha \phi') \cdots + \exp(2\pi i\alpha) \int_{-\pi}^0 d\phi' \exp(i\alpha \phi') \cdots \cdots \tag{B.2}$$

For $\phi < \pi/2$, the dominant contributions to the $\phi'$ integral will come from the stationary point $\phi' = \phi$ and the endpoint $\phi' = 0$, for which $\cos(\phi' - \phi) > 0$. We will denote the joint contribution from these two sources by $\psi_{\alpha(1)}$. In addition, there is the wave $\psi_{\alpha(2)}$ scattered from the singularity at $\rho = 0$; this will be considered later.

The $\rho'$ integral in (B.1) is dominated by the stationary point on the positive real axis, giving

$$\psi_{\alpha(1)}(r) \approx \frac{\rho}{\sqrt{2\pi}} \exp \left\{ i \left( z + \frac{1}{2} \rho^2 - \frac{1}{4} \phi^2 \right) \right\} \times \left( \int_0^\pi d\phi' \exp(i\alpha \phi') \cos(\phi' - \phi) \right)$$

$$\times \exp \left\{ -i \frac{\alpha \rho^2}{2} \cos^2(\phi' - \phi) \right\} + \exp(2\pi i\alpha) \int_{-\pi}^0 d\phi' \exp(i\alpha \phi') \cos(\phi' - \phi)$$

$$\times \exp \left\{ -i \frac{\alpha \rho^2}{2} \cos^2(\phi' - \phi) \right\}. \tag{B.3}$$

To determine the large-$\rho$ asymptotics of these angular integrals, we treat the exponential involving $\rho^2$ as fast-varying, and apply the method of uniform approximation for integrals involving a saddle-point and an endpoint (see for example the appendix to [16]) to map the exponent onto the simplest function with the same qualitative behaviour, with a new integration variable $X$:

$$\frac{1}{2} \rho^2 \cos^2(\phi' - \phi) = \frac{1}{2} \rho^2 + X^2, \quad \text{i.e.} \ X = \rho \sin(\phi' - \phi). \tag{B.4}$$

Thus

$$\phi' = \phi \leftrightarrow X = 0 \text{ (saddle)}; \tag{B.5}$$

$$\phi' = 0 \leftrightarrow X = X_0 = -\frac{1}{\sqrt{2}} \rho \sin \phi \text{ (endpoint)}.$$