Exact nonparaxial transmission of subwavelength detail using superoscillations
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Abstract
Any object, described by a target function that need not be band-limited, can be sampled at any chosen set of points and then propagated without evanescent waves, using a function which is band-limited, so as to be imaged exactly (i.e. nonparaxially) at multiples of a given repetition distance. If the samples span a sub-wavelength region, the repeated images are superoscillatory. The number $N$ of samples is equal to the repetition distance measured in wavelengths and also to the number of plane waves in the propagating field. If $N \gg 1$, the waves form a quasi-continuum, and asymptotics enables an almost-explicit description of the superoscillations. But the matrix involved is ill-conditioned (many of its eigenvalues are very small), so this method of sub-wavelength imaging would be pathologically sensitive to noise, and the depth of focus is exponentially small.

PACS numbers: 02.30.Mv, 02.30.Tb, 03.65.Ge, 42.25.Fx, 42.30.Kq, 42.30.Va

1. Introduction
There is considerable current interest in imaging objects with detail on scales smaller than the interrogating wavelength. Some techniques involve detecting the evanescent waves that commonly encode the sub-wavelength information [1, 2]. Perhaps the most promising alternative [3, 4] reconstructs the evanescent information by extrapolating the propagating fields in a way that exploits the sparse nature of the vectors which, in a suitable basis, represent many types of object.

My aim here is to explore a different possibility for superresolution, in which there are no evanescent waves, and the fine detail is present as low-amplitude superoscillatory structure in the fields that represent the objects. Superoscillations denote detail in band-limited functions on scales smaller than that corresponding to their largest Fourier component [5–13]. A difficulty with such schemes is that superoscillation is a delicate coherent almost-destructive interference phenomenon that is usually rapidly obscured by propagation. For the paraxial wave equation (or, equivalently, the time-dependent Schrödinger equation), superoscillations persist slightly further than evanescent waves [14], but (except in a limiting case [15]) do not survive into the far field or even the Fresnel region. Our concern here is not with the paraxial wave equation but
with the Helmholtz equation, where fine detail, including superoscillations, soon gets blurred on the wavelength scale, except for special schemes such as the one to be explored here. Some progress has been made by adapting pre-superoscillatory concepts from radar theory [16–21] to optics [22–24].

I will investigate a variant of the recent suggestion [25] to use nondiffracting beams, in which superoscillatory structure is exactly preserved under propagation. The variant is to devise superoscillatory fields that repeat exactly at multiples of a specified propagation distance (section 2). This gives increased flexibility for representing sub-wavelength structure, with the unfamiliar feature that the band-limited discrete spectrum representing the objects has an unusual form. The scheme can be expressed in convenient dimensionless form (section 3), and illustrated numerically (section 4).

The exact repetition studied here is the Montgomery effect [26]. It should be distinguished from the Talbot effect [27, 28] which it superficially resembles. The Talbot effect refers to laterally periodic objects, and is an asymptotically emergent phenomenon, with exact repetition under propagation only in the paraxial-optics limit. The relation between the Talbot and Montgomery effects is well understood [26, 29]. Nonparaxial effects blur the Talbot repetitions, with detail at propagation distance $z$ obscured on a lateral scale which for wavelength $\lambda$ is approximately $\Delta x = (z\lambda^3)^{1/4}$ [28, 30]. The Talbot repetition distance is $d_2/\lambda$, where $d$ is the lateral repeat period of the object, so the blurring scale is $\Delta x = \sqrt{d\lambda}$—greatly exceeding $\lambda$ under conditions $d \gg \lambda$ (necessary for near-paraxial propagation), and so obscuring any sub-wavelength structure. By contrast, for the exact repetitions in the scheme considered here the fields are not paraxial and the object fields need not be laterally periodic.

Underlying the procedure is a class of ill-conditioned (i.e. with many small eigenvalues) matrices, whose spectrum is studied in section 5. These matrices are related to those identified in the different context of an insightful study of optimization of superoscillatory functions [31]. When the field repeat distance is many wavelengths, the spectrum (of the optical field, not the associated matrices) can be approximated by a continuum, with an interesting mathematical structure discussed in section 6.

I am not proposing these repeating superoscillations as an immediately practical technique for superresolution microscopy. In addition to the extreme sensitivity of exponentially weak superoscillations to noise, the depth of focus, that is, the interval around each repetition distance in which the subwavelength detail is reproduced, is extraordinarily small (section 7). Rather, my aim is to draw attention to these $z$-periodic superoscillatory fields, and encourage further study of them.

2. Repeating propagation

We consider monochromatic scalar fields $\Psi$ with wavenumber $k = 2\pi/\lambda$, propagating into the positive $z$ direction from one-dimensional object fields and satisfying the Helmholtz equation in two space dimensions:

$$\nabla^2 \Psi + k^2 \Psi = 0, \quad k = \frac{2\pi}{\lambda}, \quad \Psi = \Psi(x, z).$$

(2.1)

Fields that repeat at multiples of the propagation distance $H$ and contain no evanescent waves are represented by the finite superposition (Montgomery effect [26])

$$\Psi = \sum_{n=1}^{N} \exp \left\{ i \left( \frac{2\pi z (n-1)}{H} \pm x \sqrt{k^2 - \left( \frac{2\pi (n-1)}{H} \right)^2} \right) \right\} c_n, \pm$$

$$N = \text{int} \left( \frac{H}{\lambda} \right) + 1,$$
with arbitrary coefficients \( c_{n,i} \). These are the fields to be studied here. From the viewpoint of creating superoscillations, the unusual feature is that the \( x \) dependence involves spatial frequencies that do not form an arithmetic progression but are given by the square root in (2.2). The number of plane waves equals the repetition distance, measured in wavelengths. Such fields are not usually periodic in \( x \). Periodicity with period \( L \) is a special case [32, 33]. It would require pairs of integers \((m, n)\) satisfying

\[
\sqrt{k^2 - \left(\frac{2\pi(n - 1)}{H}\right)^2} = \frac{2\pi m}{L}, \quad \text{i.e. } m^2 + (n - 1)^2 \left(\frac{L}{H}\right)^2 = \left(\frac{L}{\lambda}\right)^2. \tag{2.3}
\]

This is a diophantine equation that possesses solutions only if \( L \) and \( H \) are rational multiples of \( \lambda \). Even then, the number of \((m, n)\) pairs is small. In the most favourable case \( L = H \), which requires

\[
m^2 + (n - 1)^2 = N^2, \tag{2.4}
\]

the number of contributions to the sum (2.2) equals the number of ways the integer \( N \) can be written as the sum of two squares. This is much smaller than \( N \): for \( N \gg 1 \), the fraction of integers that can be so written in more than one way is proportional to \( 1/\sqrt{\log N} \) [34, 35], and for such rare integers the number of ways is proportional to \( \sqrt{\log N} \). Although it is possible to reproduce superoscillatory laterally periodic fields of this type, according to the procedure to be explained later, we do not consider this special case further.

If the sum (2.2) contains only a single \( n \), it corresponds to a superposition of one or two waves (corresponding to \( c_{n,+} \) and/or \( c_{n,-} \)), and the field propagates diffractionlessly, that is with intensity independent of \( z \). This is the one-dimensional counterpart of the diffractionless scheme introduced earlier [25]. Two waves is too meagre a superposition to represent a superoscillatory object. Nevertheless, one-dimensional superoscillatory objects given by the fields (2.2) with \( z = 0 \) can be represented diffractionlessly, as sections \( y = 0 \) of two-dimensional objects in the \((x, y)\) plane, the recipe, corresponding to waves with wavenumber \( k_0 \), is

\[
\Psi = \exp\left(i z \sqrt{k_0^2 - k^2} \right) \sum_{n=1}^{N} \exp \left(i \left(\frac{2\pi y(n - 1)}{H} \pm x \sqrt{k^2 - \left(\frac{2\pi(n - 1)}{H}\right)^2}\right)\right) c_{n,\pm}. \tag{2.5}
\]

This is a special case of the diffractionless scheme of [25]: a superposition with wavevectors lying on a cone with semiangle \( \sin^{-1}k/k_0 \). The explicit recipe in [25] employs Bessel beams, but the authors recognize the possibility of a wider class of diffractionless beams, for example those involving plane waves as in (2.5).

The analogous variant of the \( z \)-repeating (Montgomery) scheme (2.2) that generates two-dimensional fields is

\[
\Psi = \sum_{n=1}^{N} \sum_{m=1}^{M} c_{n,m} \exp \left(i \left(\frac{2\pi z(n - 1)}{H} + \sqrt{k^2 - \left(\frac{2\pi(n - 1)}{H}\right)^2}(x \cos \phi_m + y \sin \phi_m)\right)\right), \tag{2.6}
\]

in which the \( \phi_m \) are arbitrary angles. This is a superposition of plane waves with wavevectors on a series of coaxial cones with semiangles \( \cos^{-1}(\xi(n-1)\lambda/H) \).

3. Dimensionless version

Returning to (2.2), it is convenient to introduce dimensionless variables. The natural \( z \) scale is the repeat distance \( H \). For \( x \), we introduce the distance \( D \) over which we seek to reproduce detail in an object; therefore we choose the new variables

\[
\zeta = 2\pi H z, \quad \xi = \frac{x}{D}, \quad q = \frac{kH}{2\pi} = \frac{H}{\lambda}, \quad \Lambda = \frac{kD}{2\pi} = \frac{D}{\lambda}. \tag{3.1}
\]
For superresolution, $D < \lambda$, so we are interested in $A < 1$. Extreme superoscillation corresponds to the small-$A$ limit; this is a delicate matter and will be discussed in section 6. After scaling, (2.2) becomes

$$
\Psi(x, z) = \psi(\xi, \zeta) = \sum_{n=1}^{N(q)} \exp \left\{ i \left( \xi(n-1) \pm 2\pi A \xi \sqrt{1 - (n-1)^2/q^2} \right) \right\} c_{n,\pm}.
$$

$$
N(q) = \text{int}(q) + 1.
$$

(3.2)

For $z = 0$, this gives the class of objects that self-reproduce repeatedly:

$$
\psi(\xi, 0) \equiv f(\xi) = \sum_{n=1}^{N(q)} \exp \left( 12\pi A \xi \sqrt{1 - (n-1)^2/q^2} \right) c_{n,\pm}.
$$

(3.3)

These functions $f(\xi)$ are band-limited; they contain only spatial frequencies $\leq A$, so they are superoscillatory if they contain detail on $\xi$ scales smaller than $1/A$—sub-wavelength because $\xi < 1/A$ corresponds to $x < \lambda$. We wish to employ such functions to represent objects with sub-wavelength structure, described by a ‘target function’ $F(\xi)$ that is usually not band-limited.

There are several ways to create this representation—that is, to represent the non-band-limited target $F(\xi)$ by the band-limited $f(\xi)$. Some are Fourier-based [5, 19], but we follow a different route [9, 10, 25, 31], by requiring $f(\xi)$ to coincide with $F(\xi)$ at a series of $N$ sample points $\xi_m$, chosen to include the region of the sub-wavelength structure of interest. It will suffice to consider objects symmetrical about $\xi = 0$, so $f(\xi)$ and $F(\xi)$ are even functions. Thus, in the initial plane $\zeta = 0$,

$$
f(\xi) = \sum_{n=1}^{N(q)} \cos \left( 2\pi A \xi \sqrt{1 - \left( \frac{n-1}{q} \right)^2} \right) c_n.
$$

(4.3)

and

$$
F(\xi_m) = f(\xi_m) \equiv f_m = \sum_{n=1}^{N(q)} \cos \left( 2\pi A \xi_m \sqrt{1 - \left( \frac{n-1}{q} \right)^2} \right) c_n \equiv \sum_{m=1}^{N(q)} M_{mn} c_n,
$$

(3.5)

in which the restriction $\xi_m < 1$ corresponds to the decision to represent objects with $|x| < D$. We are interested in $A < 1$, so $|\xi| < 1$ corresponds to the sub-wavelength detail of interest here, with the degree of superresolution quantified by $A^{-1} = \lambda/D$.

The coefficients are determined by inverting the $N \times N$ matrix $M$ in (3.5) and letting this act on the target vector with coefficients $f_m$:

$$
c_n = \sum_{m=1}^{N(q)} \left( M^{-1} \right)_{nm} f_m.
$$

(6.3)

To implement the scheme, it is necessary to choose the $N$ sampling points $\xi_m$. The most natural way might seem to be points uniformly distributed on $0 \leq \xi_m \leq 1$. However, a convenient alternative is to make the unique choice of $\xi_m$ which makes $M$ a real symmetric matrix. Thus

$$
\xi_m = \sqrt{1 - (m-1)^2/q^2},
$$

$$
M_{mn} = \cos \left( 2\pi A \sqrt{1 - (m-1)^2/q^2} \sqrt{1 - (n-1)^2/q^2} \right).
$$

(3.7)

Numerical comparisons (not given here) indicate that the details of the distribution of $\xi_m$ do not greatly influence the effectiveness of the reconstruction. But one advantage of the choice
in (3.7) over the uniform distribution is that its concentration of points near \( \xi = 1 \) gives a better representation near this extreme of the sampling region, which as we will see is where the superoscillations give way to a dramatic increase in \( f(\xi) \) for \( \xi > 1 \).

The effectiveness of the reconstruction depends on the spectrum of \( M \), that is on its (real) eigenvalues \( \lambda_j \) and orthonormal eigenvectors \( u_{j,n} \), determined by

\[
\sum_{n=1}^{N(q)} M_{mn} u_{j,n} = \lambda_j u_{j,m}. \tag{3.8}
\]

As we will see in sections 5 and 6, many of the eigenvalues are very small, so \( M \) is ill-conditioned, with disappointing consequences. The coefficients \( f_m \) in the target vector can be projected onto the eigenbasis; thus

\[
f_m = \sum_{j=1}^{N(q)} d_j u_{j,m}, \quad d_j = \sum_{m=1}^{N(q)} u_{j,m} f_m. \tag{3.9}
\]

In this representation, the coefficients in the function \( f(\xi) \) in (3.4) are

\[
c_n = \sum_{j=1}^{N(q)} \lambda_j^{-1} \left( \sum_{m=1}^{N(q)} u_{j,m} f_m \right) u_{j,n}. \tag{3.10}
\]

4. Numerical illustration

For the target function in numerical calculations, we take two Gaussians separated by a \( \xi \) distance \( s \), corresponding to an \( x \) distance \( sD = s\lambda \), each with \( \xi \) width \( w \), i.e. \( x \) width \( wD = w\lambda \) (figure 1):

\[
F(\xi) = \exp\left(-\frac{(\xi - \frac{1}{2}s)^2}{w^2}\right) + \exp\left(-\frac{(\xi + \frac{1}{2}s)^2}{w^2}\right). \tag{4.1}
\]

Figure 2(a) shows how accurately the rendered object function \( f(\xi) \), calculated from (3.4) with coefficients (3.6), reproduces the target \( F(\xi) \) in the sampled interval, including sub-wavelength detail on the scale \( \lambda/20 \) of the width of the peaks. To achieve this degree of superoscillation, it was necessary to perform the computations with high precision: with anything less than 50-digit accuracy, the rendering failed because of the ill-conditioned
nature of the matrix $M$. The physical counterpart of this numerical sensitivity would be a pathological sensitivity of this degree of superresolution to noise. This is confirmed by numerical simulations (not shown here) in which weak random noise is added to the coefficients $c_n$ in (3.4). The sensitivity arises because the $c_n$ are very large (of order $10^{46}$ in the simulation of figure 2) and alternate in sign, again reflecting the fact that superoscillation arises from almost-complete destructive interference.

Concomitantly, and as figures 2(b)–(d) illustrate, the superoscillatory simulacrum $f(\xi)$ deviates dramatically from the target $F(x)$ outside the sampled interval $|\xi| < 1$. This phenomenon, that functions are exponentially smaller where they superoscillate than where they oscillate as their Fourier content would suggest, is the familiar penalty associated with superoscillations [5, 31]. It would be interesting to explore whether recently-developed techniques [31] for optimizing superoscillations can be applied to functions of the type (3.4); this would amount to minimizing the vast excursions for $|\xi| > 1$.

5. Spectrum

The matrix $M$ in (3.7) is Hermitian, so its eigenvalues $\lambda_j$ are real. Numerical exploration suggests that when ordered according to their magnitude ($|\lambda_1| > |\lambda_2| > \ldots$) the $\lambda_j$ alternate in sign, except for some cases with $A \gg 1$ and small $q$ (fortunately, regimes not of interest for superoscillation); an explanation of this for small $A$ will be presented in section 6, but
a fuller analytical understanding would be desirable. Figure 3 illustrates a typical case; the logarithmic plot indicates a long tail of exponentially small eigenvalues, reflecting the fact that $M$ is ill-conditioned.

Figure 4 illustrates a typical set of eigenvectors $u_{j,n}$, ordered according to eigenvalue magnitude as in figure 3, with each eigenvector, labelled $j$, plotted as a function of its component index $n$. The earlier eigenvectors—indeed all except the highest few, i.e. $j \sim N$—resemble samplings of smooth functions, and extensive computation indicates that this behaviour is almost insensitive to the value of $A$ unless $A \gg 1$. These observations will be explained in the next section.

6. Short-wave and continuum limits

When $q \gg 1$, that is when the repeat distance greatly exceeds the wavelength (cf (3.1)), the wavevectors labelled $n$ in (3.2–3.5) are numerous and close together, motivating a continuum approximation. Natural variables are

$$X \equiv \frac{m - 1}{q}, \quad Y \equiv \frac{n - 1}{q}, \quad \Lambda_j \equiv \frac{\lambda_j}{q}, \quad u_j(X) \equiv u_{j,m} \sqrt{q}. \quad (6.1)$$

Thus the eigenequation (3.8) becomes

$$\int_0^1 dY M(X, Y; A) u_j(Y) = \Lambda_j u_j(X), \quad (6.2)$$

in which $M$ is now an integral operator—we denote it $M(A)$—with kernel

$$M(X, Y; A) = \cos \left( 2\pi A \sqrt{1 - X^2 \sqrt{1 - Y^2}} \right). \quad (6.3)$$

Since $M(A)$ acts on even functions with $0 \leq X, Y \leq 1$, a natural orthonormal basis is the even-order Legendre polynomials, namely [36]

$$u_j^{(0)}(X) = \sqrt{\frac{1}{2} j - \frac{3}{8}} P_{2j-1}(X), \quad j = 1, 2, 3 \ldots . \quad (6.4)$$

We are especially interested in the small-$A$ regime, because as we have seen this corresponds to superoscillatory functions. In the limit $A = 0$, the Legendre basis is exact:

$$\int_0^1 dY M(X, Y; 0) u_j^{(0)}(Y) = \int_0^1 dY u_j^{(0)}(Y) = \delta_{j,1} u_j^{(0)}(X), \quad (6.5)$$
so the zero-order eigenvalues are
\[ \Lambda_j(A = 0) = \delta_{j,1}. \] (6.6)

The infinitely many zero eigenvalues mean that \( M(0) \) is non-invertible (i.e. infinitely ill-conditioned), so we need to do a little better, and seek the lowest-order small-\( A \) approximation for which the eigenvalues are non-zero.

In the Legendre basis, the coefficients of powers of \( A \) conveniently factorize in the matrix elements of \( M(A) \):
\[
\langle i | M(A) | j \rangle = \int_0^1 dX \int_0^1 dY u_i^{(0)}(X) \cos \left( 2\pi A \sqrt{1 - X^2} \sqrt{1 - Y^2} \right) u_j^{(0)}(Y) = \sum_{s=1}^{\infty} \sum_{t=i-1}^{s-1} \frac{(-1)^{s-t}(2\pi A)^{2s-2}}{(2s-2)!} h_{s,t} h_{i,j}, \]
(6.7)
involving the numbers
\[
h_{s,t} = \int_0^1 dX (1 - X^2)^{s-1} u_i^{(0)}(X)
= \Gamma(s) \sqrt{4i - 3} \sum_{t=i-1}^{s-1} (-1)^t \frac{\Gamma(t + \frac{1}{2})}{2\Gamma(s-t) \Gamma(2 - i + t) \Gamma(i + t + \frac{1}{2})}.
\] (6.8)
Table 1. The numbers $h_{si}$ for small $s$, $i$.

<table>
<thead>
<tr>
<th>$s$</th>
<th>$i=1$</th>
<th>$i=2$</th>
<th>$i=3$</th>
<th>$i=4$</th>
<th>$i=5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>3/7</td>
<td>3/7</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>8/55</td>
<td>16/55</td>
<td>8/175</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>16/35</td>
<td>16/35</td>
<td>48/355</td>
<td>16/213</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>128/115</td>
<td>512/215</td>
<td>768/5005</td>
<td>512/3465</td>
<td>128/6435/17</td>
</tr>
</tbody>
</table>

Table 2. Small-$A$ eigenvalue coefficients.

<table>
<thead>
<tr>
<th>$j$</th>
<th>$1$</th>
<th>$2$</th>
<th>$3$</th>
<th>$4$</th>
<th>$5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Lambda_j/(2\pi A)^{2j-2}$</td>
<td>$1$</td>
<td>$2$</td>
<td>$3$</td>
<td>$4$</td>
<td>$5$</td>
</tr>
<tr>
<td>$-\frac{1}{35}$</td>
<td>$-\frac{1}{35}$</td>
<td>$-\frac{1}{35}$</td>
<td>$-\frac{1}{35}$</td>
<td>$-\frac{1}{35}$</td>
<td></td>
</tr>
<tr>
<td>$-\frac{4}{355}$</td>
<td>$-\frac{4}{355}$</td>
<td>$-\frac{4}{355}$</td>
<td>$-\frac{4}{355}$</td>
<td>$-\frac{4}{355}$</td>
<td></td>
</tr>
<tr>
<td>$-\frac{8}{5005}$</td>
<td>$-\frac{8}{5005}$</td>
<td>$-\frac{8}{5005}$</td>
<td>$-\frac{8}{5005}$</td>
<td>$-\frac{8}{5005}$</td>
<td></td>
</tr>
<tr>
<td>$-\frac{16}{3465}$</td>
<td>$-\frac{16}{3465}$</td>
<td>$-\frac{16}{3465}$</td>
<td>$-\frac{16}{3465}$</td>
<td>$-\frac{16}{3465}$</td>
<td></td>
</tr>
<tr>
<td>$-\frac{128}{6435}$</td>
<td>$-\frac{128}{6435}$</td>
<td>$-\frac{128}{6435}$</td>
<td>$-\frac{128}{6435}$</td>
<td>$-\frac{128}{6435}$</td>
<td></td>
</tr>
</tbody>
</table>

with the important property that $h_{si} = 0$ if $i > s$. The diagonal coefficients can be evaluated in closed form:

$$h_{ss} = (-1)^{s-1} \frac{4s-1}{(4s-4)!}\sqrt{4s-3}.$$

(6.9)

Table 1 shows the first few coefficients.

Thus the desired lowest-order eigenvalues are the small-$A$ diagonal elements:

$$\Lambda_j(A) / (2\pi A)^{2j-2} = (-1)^{j-1} \frac{(h_{ji})^2}{(2j-2)!} + O(A^2)$$

$$= \frac{(-16)^{j-1} [(2j-2)!]^3}{(4j-4)! (4j-3)!} + O(A^2) \quad j = 1, 2, 3, \ldots$$

(6.10)

Table 2 shows the first few coefficients. And as figure 3 and other computations (not shown) indicate, the lowest-order approximation accurately represents all but the smallest few eigenvalues (i.e. $j \sim N$). For the eigenvectors, the Legendre basis (6.4) is the lowest-order small-$A$ approximation, and figure 4 shows that as with the eigenvalues it accurately represents the exact vectors except for the few with $j \sim N$. Standard perturbation theory applied to the operator (6.7) gives the first corrections as

$$u_j(X) = u_j^{(0)}(X) + (2\pi A)^2 \left( -e_{j-1}u_{j-1}^{(0)}(X) + e_ju_{j-1}^{(0)}(X) \right) + O(A^4)$$

$$e_1 = \frac{2}{9\sqrt{5}}, \quad e_2 = \frac{8}{143\sqrt{5}}, \quad e_3 = \frac{6}{1217\sqrt{5}}, \ldots$$

(6.11)

With this understanding of the spectrum, we can now seek the large $q$, small $A$ approximation to the superoscillatory representation $f(\xi)$ of the target $F(\xi)$. The continuum approximation for the representation (3.9), giving $f(\xi)$ as a series including $N_{\text{max}}$ eigenvectors, is

$$f_{\text{cont, } N_{\text{max}}}(\xi) = \sum_{j=1}^{N_{\text{max}}} d_j u_j^{(0)}(\sqrt{1-\xi^2}),$$

(6.12)
Figure 5. Full curves: target image wave $F(\xi)$ as in figure 1; dashed curves: continuum approximation for superoscillatory reconstruction $f(\xi)$ (equations (6.12—6.13)), including $n$ coefficients $F_j$, where (a) $n = 5$, (b) $n = 10$.

with the coefficients

$$d_j = \int_0^1 dX F\left(\sqrt{1-X^2}\right)u_j^{(0)}(X).$$  \hspace{1cm} (6.13)

Numerical evidence, supported by some rudimentary asymptotics, indicates that the sequence of $|d_j|$ converges exponentially. As a consequence, the sum over $j$ converges if $|\xi| < 1$, so the limit $N_{\text{max}} \rightarrow \infty$ makes sense—that is, (6.12) reproduces the target $F(\xi)$ accurately in the sampled range. This is illustrated in figure 5.

But for large $|\xi|$ the series does not converge, because the convergence of the sequence of $|d_j|$ is always foiled by the exponential divergence of the Legendre eigenvectors in (6.12), which for large $\xi$, i.e. large imaginary argument $X$, diverge as $|X|^{3/2}$. This divergence is not a defect of the continuum asymptotics, because the superoscillatory rendering $f(\xi)$, given exactly by the discrete sum over $N(q)$ plane waves in section 3, also fails to converge outside the target region as the number of plane waves increases, that is, as the specified $z$ repeat distance increases and, consequently, the target object is sampled more finely. In fact the continuum approximation is rather accurate if the limit $N_{\text{max}}$ of the sum in (6.12) is chosen as $N(q)$. This is illustrated in figure 6 (readers wishing to repeat these computations should note that several-hundred digit precision was required to achieve numerical stability). By contrast (and as indicated by further computations—not shown), the limit $A \rightarrow 0$ with $q \gg 1$ fixed does converge, and is accurately given by the continuum approximation.
7. Depth of focus

In the $\xi, \zeta$ plane, the even-$\xi$ waves that we have been considering are, from (3.3) and (3.4),

$$\psi(\xi, \zeta) = \sum_{n=1}^{N(q)} \exp(i\zeta (n - 1)) \cos(2\pi A \xi \sqrt{1 - (n - 1)^2 / q^2}) c_n, \quad (7.1)$$

with $c_n$ given by (3.10). Since these coefficients alternate in sign, in ways strongly correlated with the trigonometric factor involving $\xi$ (in the target interval $|\xi| \leq 1$), we can expect the delicate interference responsible for the superoscillations to be rapidly destroyed by the phase factor involving $\zeta$ when $\zeta$ deviates from one of the repetition distances, which in these scaled variables are multiples of $2\pi$. Alternatively stated, the depth of focus, defined as the distance surrounding each repetition within which the superoscillations survive, will be very small. It will suffice to consider the neighbourhood of $\zeta = 0$. We expect $|\psi|$ to rise to very large values away from $\zeta = 0$, similarly to the large values we have seen for $|\xi| > 1$ when $\zeta = 0$.

Figure 7 illustrates the pathological sensitivity of $|\psi|$ and its superoscillations to deviations from $\zeta = 0$, and figure 8 shows the rise from of order unity to enormous values halfway between repetitions, i.e. $\zeta = \pi$. Explicitly, for the example in figure 7, where the $z$ repeat distance is $15\lambda$ and the sampled interval $(-1 \leq \xi \leq 1)$ is $\lambda/4$, superoscillations are confined to an interval $\Delta \zeta < 10^{-45}$, so the depth of focus is (cf (3.1)) $\Delta z = \Delta \zeta (q/2\pi) \lambda \sim 10^{-45} \lambda$.

This needs to be explained. To get an order of magnitude estimate for $\Delta z$, it will suffice to consider the symmetry line $\xi = 0$, on which the field (7.1) is

$$\psi(0, \zeta) = \sum_{n=1}^{N(q)} \exp(i\zeta (n - 1)) c_n. \quad (7.2)$$

As we will soon see, the coefficients $c_n$ are very large, and as already mentioned they alternate in sign for the small $A$ of interest here, giving rise to an almost-cancellation at $\zeta = 0$, where $\psi$ is of order unity. By contrast, halfway between repetitions, that is at $\zeta = \pi$, the contributions add constructively, and $\psi$ rises to its maximum value (cf figure 8):

$$|\psi_{\text{max}}|^2 = |\psi(0, \pi)|^2 = \sum_{n=1}^{N(q)} (-1)^{n-1} c_n = \sum_{n=1}^{N(q)} |c_n|. \quad (7.3)$$
Figure 7. Destruction of superoscillations by propagation, illustrated by the modulus $|\psi(0, \zeta)|$, calculated from (7.1) with $A = 1/8, q = 15$, for (a) $\zeta = 0$, (b) $\zeta = 10^{-45}$, (c) $\zeta = 5 \times 10^{-45}$, (d) $\zeta = \pi$.

Figure 8. Modulus $|\psi(0, \zeta)|$ on the symmetry line $\zeta = 0$, for one repetition period, calculated from (7.1) for $A = 1/8, q = 10$.

Similar in magnitude is the $\zeta$-average value

$$
\psi_{av} \equiv \left( \frac{1}{2\pi} \int_0^{2\pi} d\zeta \ |\psi(0, \zeta)|^2 \right)^{1/2} = \sqrt{N(q)} \sum_{n=1}^{N(q)} c_n^2. \quad (7.4)
$$

Also similar is the magnitude of the initial slope

$$
\psi' \equiv \left| \partial_\zeta \psi(0, 0) \right| = \sum_{n=1}^{N(q)} (n - 1) c_n. \quad (7.5)
$$

Numerics, and the estimate to follow, indicate that the $c_n$ are similar in magnitude, so $|c_n|$ can be replaced by its average $c$. Then the three quantities just defined are, approximately,

$$
\psi_{max} \sim \sqrt{q} \psi_{av} \sim \frac{1}{2} \psi' \sim qc. \quad (7.6)
$$
To estimate $q_c$, we use the continuum approximation of the previous section, from which (3.10) can be replaced by the function $C(Y; q)$, defined by

$$q_c \approx C(Y; q) \equiv \sum_{j=1}^{N(q)} \Lambda_j^{-1} u_j^{(0)}(Y) \int_0^1 dX u_j^{(0)}(X) f(\sqrt{1 - X^2})$$

$$= \sum_{j=1}^{N(q)} \Lambda_j^{-1} u_j^{(0)}(Y) \ d_j,$$

(7.7)

with $d_j$ given by (6.13). For the average value $c$, we can replace the normalized eigenvectors $u_j^{(0)}(Y)$ by their average value unity, so, using the approximation (6.10),

$$q_c \approx C \equiv \sum_{j=1}^{N(q)} |\Lambda_j|^{-1} d_j \approx \sum_{j=1}^{N(q)} \frac{\alpha_j}{(2\pi A)^{2j-2}},$$

(7.8)

where

$$\alpha_j = \frac{(2j - 2)!}{(h_{jj})^2} d_j,$$

(7.9)

with the numbers $h_{jj}$ defined by (6.9). In the absence of a precise asymptotic estimate for the $\alpha_j$, we rely on numerics, which indicate

$$\alpha_j \sim j^{\mu_j},$$

(7.10)

with $\mu \sim 2.5$ weakly dependent on the parameters $s$ and $w$ in the target object (4.1). Thus the terms in the sum (7.8) increase faster than exponentially with $j$, so the sum can be approximated by its largest term, giving

$$\psi_{\text{max}} \sim C \sim \frac{(q + 1)^{2s(q+1)}}{(2\pi A)^{2q}}.$$

(7.11)

This rough asymptotics agrees with exact numerical computations of $\psi_{\text{max}}$; for the case shown in figure 8, where $\psi_{\text{max}} \approx 2 \times 10^{30}$, (7.11) gives $\psi_{\text{max}} \sim 5 \times 10^{30}$.

The depth of focus $\Delta z$ is approximately the distance over which $|\psi|$ rises beyond unity, so the foregoing considerations give

$$\Delta z \sim \frac{1}{\psi} \sim \frac{1}{C} \sim \frac{(2\pi A)^{2q}}{(q + 1)^{2s(q+1)}} = \left( \frac{D}{\lambda} \right)^{2H/\lambda} \left( \frac{H}{\lambda} + 1 \right)^{-2s(H/\lambda + 1)}.$$

(7.12)

This estimate explains the extreme sensitivity of the superoscillations to deviation from the repetition distance.

8. Concluding remarks

This study, based on the concept of superoscillations, has shown that it is possible in principle to propagate sub-wavelength information exactly, from an object plane to a sequence of equally spaced distant planes. The distinctive feature is the square root spectrum of transverse plane-wave components in the representation (2.2) and its dimensionless counterpart (3.2). ‘Exactly’ means reproducing the object at a number of sample points equal to the number of contributing plane waves in superpositions that are solutions of the Helmholtz equation which do not involve evanescent waves or the paraxial approximation. Restricting the propagation to a sequence of distances, rather than requiring diffractionless propagation for all distances as in the paper [25] (which partly inspired this complementary work), gives greater flexibility in the sampling of the object.
'In principle' means that, in common with all superoscillatory schemes to date, the propagation of sub-wavelength information carries a heavy price. The delicate coherent almost-destructive interference responsible for the reconstruction is pathologically vulnerable to noise, the reconstructed fields rise to enormous values outside the sampled region, and the depth of focus is tiny. Therefore this scheme is unlikely to be practicable, at least in its present form.

But the existence of a method [3] for propagating sub-wavelength information robustly, that is, in a way not pathologically sensitive to noise, raises an intriguing possibility. In that method, as in the scheme described here, there is a target object which is not band-limited (here it is \( F(\xi) \), e.g. (4.1)), and its distant reconstruction depends only on band-limited variants constructed from this. Therefore it might be that the two ideas are related—that the robust method [3] can be re-expressed in terms of superoscillatory functions. Central to the robust method is the restriction to objects that are sparse in some basis, and the example (4.1) used here to illustrate the superoscillatory scheme involves only two parameters and so is also sparse in a basis of Gaussians. This possible connection deserves further exploration.

On the mathematical side, the effectiveness of reconstruction of two-dimensional objects should be studied. In addition, the large \( q \) asymptotics, corresponding to repetition distances of many wavelengths, or, equivalently, many sample points, should be developed beyond the continuum approximation discussed in section 6. In particular, the spectrum of the \( N(q) \times N(q) \) matrix (3.7) needs to be understood in more detail, especially for the smallest eigenvalues and associated eigenvectors.
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