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Abstract
The Madelung trajectories associated with a wavefunction are the integral
curves (streamlines) of its phase gradient, interpretable in terms of the local
velocity (momentum) vector field. The pattern of trajectories provides an imme-
diately visualisable representation of the wave. The patterns can be completely
different when the same wave equation describes different physical contexts.
For the time-independent Schrödinger or Helmholtz equation, trajectories cir-
culate around the phase singularities (zeros) of the wavefunction; and in the
paraxially approximate wave, streamlines spiral slowly in or out of the zeros
as well as circulating. But if the paraxial wave equation is reinterpreted as the
time-dependent Schrödinger equation, its Madelung trajectories do not circu-
late around the zeros in spacetime: they undulate while avoiding them, except
for isolated trajectories that encounter each zero in a cusp singularity. The
different local trajectory geometries are illustrated with two examples; a local
model explains the spacetime cusps.
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1. Introduction

As is well known, the paraxial approximation to the time-independent Schrödinger equation
in d-dimensional space, with propagation coordinate y, is mathematically identical to the time-
dependent Schrödinger equation in d− 1 dimensional space, with y replaced by time t [1]. My
aim here is to point out a curious geometrical difference between the two cases, reflecting the
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fact that they describe different physics. The difference concerns the geometry of trajectories
in the Madelung–Bohm representation of wavefunctions [2–5], currently enjoying renewed
interest [6–14].

In this representation, a complex scalar wavefunction ψ is expressed in polar form, as the
product of a real modulus and a complex exponential phase factor, and the phase gradient of ψ
is expressed as a vector field representing a local velocity determining Madelung trajectories.
The velocity field is related by continuity to a density given by the square modulus of the
wavefunction. The pattern of trajectories provides a vivid picture of the wave. Therefore it is
important to understand its geometry, especially near the singularities of the pattern, which are
the zeros (phase singularities) of the wavefunction.

It will be explained that there are two patterns of Madelung trajectories, depending on
whether a given ψ is regarded as the paraxial approximation to a wave in space, and therefore
time-independent, or as a wave in spacetime, and therefore time-dependent. The feature poin-
ted out here is that these patterns are completely different. The differences are most striking for
trajectories close to zeros (phase singlularities) of ψ . For waves in space, the trajectories circu-
late around the zeros, which are therefore also called wave vortices [15–20]. But for waves in
spacetime, where propagation is always forward in time, this circulation around zeros cannot
occur; instead, trajectories form an unanticipated pattern: they avoid each zero by undulating
past it, except for one trajectory that possesses a cusp point there.

Section 2 summarises the underlying theory, and section 3 gives two illustrative examples.
In the first (section 3.1), ψ contains two vortices, in a model for which the paraxial approx-
imation is exact; an exactly solvable local model explains the spacetime cusp. Section 3.2
describes a more complicated and physically important wave with a rich pattern of zeros [21],
namely the ‘diffraction catastrophe’ [22] decorating a cusped caustic in the paths of classical
mechanics or the rays of geometrical optics.

The wavefunctions in the two examples are not square-integrable. This is irrelevant to the
phenomenon identified here, which concerns the local geometry of trajectories near zeros. By
transverse modulation, e.g. Gaussian, such waves can be made to represent monochromatic
beams of travelling particles with finite energy flux.

An aspect not explored in detail here is the quantum force ∇Q, where Q is the quantum
potential [2, 5, 23], proportional to the Laplacian of the modulus of ψ . This force determines
how the Madelung trajectories deviate from the classical paths or geometrical rays driven by
Newton’s equation; often the deviations are undulatory [5, 24] (as envisaged by Isaac Newton
himself [25, 26]). The zeros of the quantum potential separate regions where ψ is superoscil-
latory from regions where it is not [27]; in some cases, the zeros are related to geometrical
caustics [28, 29].

For quantum waves, the Madelung–Bohm formalism has often been discussed in connec-
tion with interpretations; I am agnostic on such matters and will not consider them here.

2. Madelung trajectories in space and in time

The geometrical phenomenon to be identified is general: it applies to waves in the presence of
varying potentials or refractive indices. But for simplicity it will suffice to consider waves ψ
propagating freely, i.e. with no external forces, in two-dimensional space. They are governed
by the Helmholtz equation, equivalent to the nonrelativistic time-independent Schrödinger
equation. With eigenvalue k2, this equation, and the polar form of ψ , are

∇2ψ (r)+ k2ψ (r) = 0, ψ (r) = ρ(r)exp(ikS(r)) , r= {x,y} . (2.1)
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In classical mechanics, this corresponds to trajectories generated by the Hamiltonian

Hcl = p · p, (2.2)

so the classical velocity corresponding to momentum p (we ignore mass factors) is

ucl (t) = dtrcl (t) = 2p(t) . (2.3)

In the Madelung picture [2], the local quantum velocity is proportional to the phase
gradient:

u(r) = dtr= 2∇S(r) = 2
k
Im

∇ψ (r)
ψ (r)

, (r= r(t)) . (2.4)

The phase gradient is a central aspect of wave physics: it appears naturally in at least five differ-
ent contexts additional to theMadelung picture [30], for example as the local expectation value
of momentum as well as velocity and as the weak value of momentum with position postse-
lected. The trajectories r(t) , with which we are concerned here, are the streamlines (integral
curves) of the velocity field u(r).

In the Madelung procedure, the polar representation is substituted into the Helmholtz
equation in (2.1) and the real and imaginary parts are separated. This gives the time-
independent continuity equation for the current, involving the density ρ2 :

∇·
(
ρ2u

)
= 0, (2.5)

and the trajectories also satisfy the Madelung counterpart of Newton’s equation for the accel-
eration:

dttr= dtu(r) = u(r) ·∇u(r) = 1
2
∇
(
u(r)2

)
=−∇Q(r) , (r= r(t)) . (2.6)

The quantum potential Q is

Q(r) =−2∇2ρ(r)
k2ρ(r)

. (2.7)

The unfamiliar factor 2 results from the absence of the factor 1/2 in the Hamiltonian (2.2).
If there is a dominant propagation direction y, it is convenient to separate the corresponding

exponential factor, and write

ψ (r) = exp(iky) f(r) . (2.8)

Then, if f(r) depends only slowly on y, it satisfies, approximately, the paraxial wave equation:

f(r)≈ ψ p (x,y) : 2ik∂yψ p (x,y) =−∂xxψ p (x,y) . (2.9)

This is a good approximation if all momentum vectors in the Fourier transform of the wave
make angles θ≪ π/2 with the propagation (y) direction. Then, paraxial Madelung trajector-
ies are similar to those of the Helmholtz equation, apart from an important difference, to be
described in section 3.2. If the approximation is exact, as in the case considered in section 3.1,
then of course the paraxial Madelung trajectories are identical with those of the Helmholtz
equation.
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Now replace the coordinate y in (2.9) by time t, and rewrite the paraxial equation:

ik∂tψ p (x, t) =−1
2
∂xxψ p (x, t) . (2.10)

This is the time-dependent nonrelativistic Schrödinger equation for propagation in one
space dimension x, with k replaced by 1/Planck’s constant, corresponding to the classical
Hamiltonian

Hp,cl =
1
2
p2x . (2.11)

After writing this wave in its polar form,

ψ p (x, t) = ρp (x, t)exp(ikSp (x, t)) , (2.12)

the Madelung velocity, now directed along x, is

up (x, t) = dtx= ∂xSp (x, t) = Im
∂xψ p (x, t)
kψ p (x, t)

, (x= x(t)) . (2.13)

Because the velocity is time-dependent, the trajectory in the x, t plane, i.e. in spacetime, is
determined by solving this first-order (and usually nonlinear) differential equation for x= x(t).
These x, t trajectories will be contrasted with the Helmholtz or paraxial trajectories in space,
i.e. in the x,y plane, determined by (2.4).

For (2.10) the continuity equation is time-dependent:

∂x
(
ρ2pup

)
=−∂tρ2p, (2.14)

and the Newton equation for the acceleration is

dttx= dtup (x, t) = ∂tup (x, t)+
1
2
∂x

(
up(x, t)

2
)

=−∂xQp (x, t) , (x= x(t)) , (2.15)

with quantum potential

Qp (x, t) =−
∂xxρp (x, t)
2k2ρp (x, t)

. (2.16)

The reason for not considering either of the quantum potentials (2.7) or (2.16) in detail in
the following is redundancy: among the solutions of the Newton equations (2.6) and (2.15)
are not only the Madelung trajectories, satisfying the first-order equations (2.4) and (2.13),
but infinitely many other evolutions that are not part of the Madelung–Bohm representation of
waves. Alternatively stated, general solutions of Newton’s equation correspond to specifying
the initial position and velocity, but in the Madelung representation the velocity is linked to
the position and cannot be specified independently.

In what follows, it will suffice to set k= 1, equivalent to measuring position r or coordinate
x in units of wavelength/2π .
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Figure 1. Two-vortex wave. (a) Curves with arrows, Madelung trajectories for solution
ψ (r) (equation (3.1)) of the Helmholtz equation, superimposed on argψ (r), colour-
coded by hue. (b) Madelung trajectories for solution ψ p (x, t) (equation (3.3)) of time-
dependent Schrödinger equation, superimposed on argψ p (x, t) (arrows are unnecessary
on these trajectories because they all flow to positive t).

3. Illustrative examples

3.1. Two-vortex model

Among the exact solutions of the Helmholtz equation (2.1) (with k= 1) are some that are
also exact solutions of the paraxial equation (2.9). In terms of the decomposition (2.8), these
include waves where f(r) is any linear combination of 1,x and x2 + iy [31]. We choose the
combination

ψ (x,y) = exp(iy)
(
x2 − 1+ iy

)
, (3.1)

possessing zeros (phase singularities) at {x=±1, y= 0}. The Madelung velocity field (2.4)
is easily calculated to be

u(r) =

{
−4xy

(x2 − 1)2 + y2
,2+

2
(
x2 − 1

)
(x2 − 1)2 + y2

}
. (3.2)

(The term 2 in uy corresponds to the plane-wave factor exp(iy)).
Figure 1(a) shows the Madelung trajectories (streamlines) of this velocity field, superim-

posed on the phase field (colour-coded by hue, so the streamlines are orthogonal to the con-
tours of constant hue). Most of the trajectories flow from y=−∞ to y=+∞, but there are
two separate families, circulating negatively around the vortex at x=−1 and positively around
the vortex at x=+1.

Figure 1(b) shows the spacetime trajectories of the time-dependent wave

ψ p (x, t) = x2 − 1+ it, (3.3)
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superimposed on the corresponding phase field (where the colours look different because in
ψ p the factor exp(iy) is absent). The trajectories are the solutions x(t) of (cf (2.13)),

dtx= up (x, t) =− 2xt(
(x2 − 1)2 + t2

) , (3.4)

with initial conditions x(−2) = x0. It is clear that the trajectories of ψ p (x, t) are completely
different from the streamlines of ψ (x,y), even though the wavefunctions are identical (the
factor exp(iy) , is immaterial because it does not shift the zeros and so does not affect the dif-
ference in the pattern of trajectories). The trajectories ofψ p (x, t) bypass each phase singularity
instead of circulating round it, except for one trajectory with a cusp point at the singularity.

The cusp can be understood in terms of the simplest local model of a singularity. With
coordinates centred on the singularity, this is

ψ (x, t) = x+ it. (3.5)

Its Madelung trajectories x(t) satisfy

dtx=− t
x2 + t2

. (3.6)

The solutions of this differential equation are the contours in spacetime of the function

c(x, t) = exp(2x)
(
1+ 2t2 + 2x (x− 1)

)
(3.7)

(Figure 2). Near the vortex, the contour c(x, t) = 1 has the form

t2 =−2
3
x3 +

1
3
x4 − 2

15
x5 + · · · , (3.8)

whose leading term is the cusp. The cusp appears on the side of the spacetime vortex where
the x velocity up is directed toward the vortex when approaching it in the positive t direction.

Corresponding to the two different patterns of Madelung trajectories are two different
quantum potentials. From (3.6), the potential for ψ (x,y) is

Q(r) =
2
(
1+ 5x4 − 2x6 + 2y2 − 2x2

(
2+ 3y2

))(
(x2 − 1)2 + y2

)2 . (3.9)

And from (2.16) the potential for ψ p (x, t) is

Qp (x, t) =
4
(
t2
(
1− 3x2

)
−
(
x2 − 1

)3)(
(x2 − 1)2 + t2

)2 . (3.10)

3.2. Diffraction near a cusped caustic

Cusped caustics in geometrical optics are familiar in reflections inside coffee-cups. These
cusps, and the diffraction fine detail that decorates them, can be seen by people wearing glasses
on rainy nights, in the distorted several-cusped images of distant lights seen throughwater-drop
‘lenses’ on the lenses [32, 33]. And for quantum material particles (e.g. electrons), diffraction
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Figure 2. Madelung trajectories (2.8) of the time-dependent wave (3.5) with a single
spacetime vortex, superimposed on the phase, showing the cusped trajectory at the phase
singularity.

fine detail decorates cusped caustics in the patterns of families of classical paths underlying
stationary or time-dependent waves.

The diffraction is described by the Pearcey function [21, 34, 35]. This is an exact solution of
the time-dependent Schrödinger equation (2.10) (with k= 1, though k can easily be reinstated
by scaling), so it is convenient to begin by writing the Pearcey function in the variables x, t:

ψ p (x, t) = P(x, t) =

∞̂

−∞

dsexp
(
i
(
s4 − ts2 + xs

))
. (3.11)

Numerical evaluation (including the required derivatives) is easy after symmetry-reducing the
contour to positive s and then rotating it by +π/8 in the complex s plane.

Figure 3(a) shows a density plot of themodulus |P(x, t)|, with the geometrical cusp superim-
posed. Figure 3(b) shows the time-dependent Madelung trajectories x(t), obtained by numer-
ical solution of the differential equation (2.13), superimposed on the phase argP(x, t). The
trajectories avoid all the phase singularities, as in the simpler examples in figures 1(b) and 2;
and the displayed trajectories include some with cusps near the zeros. (Of course these cusped
trajectories, representing fine diffraction detail, must be distinguished from the cusps in the
underlying large-scale family of geometrical rays.)

In the spatial plane {x,y}, ψ (x,y) = exp(iy)P(x,y) is an exact paraxial solution and
an approximate solution of the Helmholtz equation. Figure 3(c) shows the corresponding
Madelung trajectories of ψ (x,y). These display the expected circulation around the phase
singularities. But there is a difference from the two-vortex case in figure 1(a): the trajector-
ies are not closed. Instead, they spiral into or out of each vortex: the phase singularities are
attractors or repellers. Figure 3(d) illustrates this by magnifying the lower rightmost vortex in
figure 3(a).
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Figure 3. (a)Modulus |P(x, t)| of the Pearcey function (3.11), with the geometrical cusp
superimposed; (b) Madelung trajectories in spacetime, superimposed on argP(x, t); (c)
Madelung trajectories in space, superimposed on arg(P(x,y)exp(iy)); (d) magnifica-
tion of the lower right vortex, showing the trajectories spiralling as well as circulating.

The spiralling is understood [36]. It is a consequence of ψ (x,y) being an approximate,
rather than an exact, solution of the Helmholtz equation. The current Im ψ ∗∇ψ is not diver-
genceless as in (2.5), so although the Madelung trajectories are the orthogonal trajector-
ies of the constant-phase contours, they are not themselves contours of a stream function.
The spiralling is extremely slow: for small distance r from a phase singularity, the distance
between successive windings is O

(
r3
)
[36]. In observations, it would be hard to distinguish

the spiralling windings from circles.
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4. Concluding remarks

It is unsurprising, and certainly not paradoxical, that the same mathematics can arise in dif-
ferent physical contexts. But it is slightly unintuitive, and worth noting, in cases where the
contexts are closely related but their manifestations are very different. This is the case for the
twomanifestations reported here, concerning the local geometries of patterns ofMadelung tra-
jectories near zeros; these can be very different for the same wavefunction, when interpreted
as a solution of the paraxial equation in space or as the time-dependent Schrödinger equation
in spacetime.

Common to optical and quantum waves is the fact that their associated velocity fields are
also momentum fields [30]. Therefore they must have dynamical effects; for example, the
local momentum vector can exert forces on small particles. This has been explored in the case
of stationary optical fields, which can interact with quantum particles, imparting momentum
kicks that are especially strong near zeros [37] (though of course the kicks are rare because
the wave intensity is small). Analogous forces must also occur for time-dependent quantum
fields, and would reflect the different trajectory patterns identified here; this deserves further
study.

Here I have illustrated the different Madelung trajectories in the simplest nontrivial situ-
ation, where space and spacetime are two-dimensional. In general, the zeros are codimension
2, for example lines when d= 3. For three space dimensions, the Madelung trajectories spiral
along the singular lines; see [38] for simple optical examples (where the Madelung trajectories
are curves tangent to the Poynting vector). For d= 3 with two space dimensions and one time
dimension, preliminary exploration supports the expectation that the Madelung trajectories
behave similarly to the case of d= 2 spacetime: most trajectories bypass the singular line, and
some are pinched at cusps there. This and other generalisations deserve further study.
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